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Abstract— The standards like IETF as well as W3C are used to 
define the framework, protocols, and application 
programming interfaces. These interfaces provide further 
real-time interactive voice, video, and data in web browsers as 
well as other applications. This is explaining how media as well 
as data transfer in a peer-to-peer style directly between two 
web browsers. It’s showing the protocols handled to transport 
& its secure the encrypted media, traverse NATs & firewalls, 
negotiate media capabilities, and provide identity for the 
media. Web Real-Time Communication (Web RTC) is an 
upcoming standard that aims to enable real-time 
communication among Web browsers in a peer-to-peer 
fashion. In this paper we are aiming to present the detailed 
review over WebRTC framework. We are presenting the 
standard and technology used of WebRTC, different methods 
used in WebRTC, bandwidth allocation scheme discussed 
which is used for video collaboration under real time 
environment. 
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I. INTRODUCTION 

Google started early the effort called WebRTC in order 
to build the real time video collaboration media engine for 
all the available internet web browsers. Since 2002 Global 
IP Solutions (GIPS - formerly Global IP Sound)) wrote 
object-code for the likes of Nortel (Avaya), Webex (Cisco), 
Yahoo and IBM to support their PC-based telephony 
applications. GIPS Google bought in 2010 for $ 85m. In 
2011, the Global IP Solutions (formerly Global IP Sound) 
acquisition using the acquired technology, an open source 
version of Google WebRTC media engine is built and 
implemented it in chrome. In a browser with WebRTC , a 
Web services application WebRTC Now another device or 
using RTP for WebRTC media server to create a real-time 
voice or video connection can instruct the browser . 
Signalling and protocol standards from the W3C and IETF 
API for application developers is coming from, so 
communication can be defined and not just SIP and VoIP 
systems developers with a small number of sellers, by 
millions of developers have Java Script. [5] First WebRTC 
enabled browser, Chrome and Mozilla, in fact, hidden 
behind a flag WebRTC to Chrome current browser, you 
will come out later this year, but the ability to test and test 
[1] [2] [3] [4]. 

Common Web browsers, with an interactive component 
common RTC API to a website using an application must 
be able to be added. Web chat button is over video on the 
RTC websites. Hackathon events early efforts to great 
effect combined with Web RTC GL: live feeds crossword 
puzzles, playing with musicians throughout the Web, and a 

host of ready-made effects being made in [5]. Web 
applications without mediation with their peers will allow 
sharing data as even more important; on the horizon could 
be peer-to-peer data channel [6]. 

In this paper we are discussing WebRTC framework, 
literature survey over the same, also discussing the 
technology and standard of WebRTC, bandwidth allocation 
scheme is discussed. In section III we are presenting the 
detailed technology for WebRTC. In section IV we are 
discussing the literature survey over WebRTC systems, in 
section V we are presenting the efficient scheme for 
bandwidth allocation as well as bandwidth detection, 
section VI presenting the conclusion and future work. 

II. STANDARD AND TECHNOLOGY OF WEBRTC 

For any kind of real time video collaboration, end user 
or client requires three basic components to fulfil the same 
such as collaboration framework, graphical user interface 
(GUI), and media engine. Following figure 1 is showing 
these three components. 

The white box labelled Control and Apps is the visual 
interface, the blue box is the media engine, and the rest is 
the framework. In a typical hard client such as an IP phone, 
the framework consists of the processing chips and the OS. 
In a soft client, the framework is the device/OS the client is 
running in. The visual interface can be a hard interface such 
as a phone key pad or a screen presentation in a PC or other 
device. The function of the Media Engine is to manage the 
real-time transmission and receipt of a video/audio stream. 

 
Figure 1: Media Engine Components 

 
Above shown media engine consisting of set of functions 

those deliver the quality voice as well as video. 
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Audio  

- Setup and control hardware 
- RTP, compression, encryption and statistics, etc. 
- Low latency audio output from the microphone. 
- Audio Sports Network conceals losses, de-jitter. 
- Noise, etc., reducing the Echo, VAD Cancel. 
- Management Codec. 

Video  

- Render video, capture camera input  
- Video processing (blue screen, gamma, etc.)  
- Conceal loss, de-jitter and play video from the 

network  
- Cancel echo, VAD, decrease the noise, etc.  
- Manage codec’s  
- Bandwidth Management  

WebRTC is being standardized in two bodies; the 
protocols and interoperability are being driven in the IETF 
and the APIs for web development are being driven in the 
W3C standards body. The IETF RTCWEB WG was formed 
after a BOF at IETF 80 in April 2011, & is actively creating 
RFCs in sending to a standard. In W3C the WEBRTC WG 
was created in May of 2011. 

Peer to Peer: Often, WebRTC is known as peer to peer 
communication. The browser should not be confused with 
the browser to communicate. WebRTC can be delivered in 
a browser; it can be used in any other end point devices. 
Browsers are really becoming the new endpoints, the ability 
to use a variety of tools will be critical in WebRTC. For 
example, a TV, a car, a toaster, or maybe even a clock radio, 
many new TVs and cameras incorporate significant 
processing power, with the ability to use WebRTC for 
home telepresence in the near future. 

In addition to a majority of potential end points, a peer 
can also be a value adds point. For example, a Media Server 
could be a peer, or a gateway to the PSTN. This capability 
to incorporate peer services in the media stream will enable 
advanced capabilities far beyond simple point to point 
connections. 

Triangles and Trapezoids: Having browsers with real-
time capability will open a new set of real-time applications. 
While it is not possible to anticipate all the potential new 
applications, some examples proven this. It is important to 
think of this as more than a simple PC technology. As more 
and more devices such as smart phones and tablets have 
WebRTC enabled browser capability and the 4th generation 
wireless networks enable continual use, this may become 
the core of all device communications. In fact, there is no 
requirement in the WebRTC standard that the device 
actually have a browser. 

III. LITERATURE REVIEW 

3.1 WebRTC1.0: Real-Time Communication between 
Browsers 

This document defines a set of ECMAScript APIs in 
WebIDL to allow media to be sent to and received from 
 

another browser or device implementing the appropriate set 
of real-time protocols. This specification was developed by 
the task force to capture the media local media devices get 
access to the IETF protocol developed by RTCWEB group 
and an API specification, in conjunction with the 
specification being developed [7]. 

 
3.2 Media Capture and Streams 

This document local media, including audio and video, 
has requested permission from the platform defines a set of 
JavaScript APIs. Access to multimedia streams ( video , 
audio , or both ) on the local device ( video camera , 
microphone , webcam ), a real- time communication , 
recording , and monitoring the uses could be a number . 
This document stream multimedia tools used to generate 
data that can be used locally defines API. This document 
also Section JavaScript or otherwise manipulate the data 
stream by which it is able to process API defines [8]. 

 
3.3 RTC Web Datagram Connection 

Web Real- Time Communications (WebRTC) Working 
Group Audio, Video, and two associates ' direct interactive 
rich communication of data between web browsers and 
protocols is accused of providing support. The WebRTC 
framework document describes aspects of the non-media 
data transport. The stream control transmission protocol 
(SCTP) peer-to- peer web browser to allow normal data 
exchange as a general transport service is used in the 
context of WebRTC provides an architectural overview. 

 
However it seems to be a general agreement that for 

NAT traversal purpose it has to be: Foo/UDP/IP or 
DTLS/UDP most likely: foo//IP (for privacy, protected, 
authenticated and integrity source transfer) FOO crowd 
control and ready to provide some sort of section or concept 
that is a protocol. In addition to an incredible and 
Datagram-based channel is a trusted colleague is both a 
clear interest. This document, both unreliable and reliable 
datagram base channel peer to peer requirement and 
provides various cases of use proposed solutions offer an 
overview of Pro and cons, and finally analyze in more 
detail the SCTP-based solutions. 

 
3.4 RTCWEB Security Architecture 

The Real-Time Communications on the Web (RTCWEB) 
working group is tasked with standardizing protocols for 
enabling real-time  communications within user-agents 
using web technologies (commonly called "WebRTC").  
This document defines the security architecture for Legal.  
The Real-Time Communications on the Web (WebRTC) 
working group is asked with standardizing protocols for 
real-time communications   between Web browsers [9]. 
Real-time audio and / or video calls, Web conferencing, and 
WebRTC technology to transfer data directly to the major 
use cases. Unlike most conventional real-time systems as 
shown, (for example, SIP-based [RFC3261] soft phones) 
directly via a JavaScript API (JS), the WebRTC 
communications are controlled by a web server in Figure 2. 
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Figure 2: Basic WebRTC system 

 
3.5 The Secure Real-time Transport Protocol (SRTP) 

The Secure Real-time Transport Protocol (SRTP) 
Extensions Protocol specifies a set of proprietary extensions 
to the Secure Real-time Transport Protocol (SRTP). RTP 
confidentiality, message authentication, and provides the 
ability to act as SRTP, which provide replay protection for 
RTP traffic and control traffic protocol is a strict subset of 
the SRTP protocol and differs from it in two important 
aspects: 

1. The first key difference is that this protocol supports a 
strict subset of the SRTP default cryptographic transform 
algorithms and requires that some parameters of the 
encryption and authentication algorithms described in [4] [5] 
[6] be of specific values. 

2. The second key difference is that there is a set of 
"MAY, SHOULD, MUST, SHOULD NOT, MUST NOT" 
protocol behaviours that differ between this protocol and [4] 
[5] [6]. 
3.6 Extended Secure RTP Profile for Real-time Transport 
Control Protocol (RTCP)-Based Feedback (RTP/SAVPF) 

Real- time media streams that use RTP, to some extent, 
are resilient against packet loss. Reception packets to the 
receiver for real-time transport control protocol statistics 
report (RTCP) based system in use and thus the sender mid 
to adapt its transmission behaviour may allow. This 
(besides a few codec -specific mechanisms) based on the 
opinions and feedback is the only means to repair the 
error .allows for. (AVPF) RTCP AVP is the lack of 
bandwidth and RTP media streams that use large groups. 
Real preserves scalability profiles of quick response, to 
some extent, are resilient against packet loss. RTP [1] 
properly a media stream to a recipient to reproduce sending 
to restore order at the present time provides all the 
necessary mechanisms. RTP also sustained the receiver 
gives feedback about the overall reception quality - the 
quality of the observed network behaviour to adapt their 
plans for coding and transmission ( in the order of several 
seconds to minutes ) Mid sender (s ) allowed service (QoS) 
's . However, except for some payload -specific 
mechanisms [6], RTP media stream repair will allow the 
sender immediately that makes no provision for timely 
response: retransmissions through retrospective Forward 
Error Correction (FEC) control, specific mechanisms, such 

as the reference picture selection or media codec for the 
video. 
3.7 Datagram Transport Layer Security (DTLS) 
Extension to Establish Keys for the Secure Real-time 
Transport Protocol (SRTP) 

This document describes a Datagram Transport Layer 
Security (DTLS) extension to establish keys for Secure 
RTP (SRTP) and Secure RTP Control Protocol (SRTCP) 
flows.  DTLS keying happens on the media path, 
independent of any out-of-band signalling channel present. 
3.8 Web Real-Time Communication (WebRTC): Media 
Transport and Use of RTP 

Web Real- Time Communications (WebRTC) 
framework, the two partners ' web browsers, etc. between 
audio , video , text , collaboration , games , provides 
support for the use of the direct interactive rich 
communication . This paper describes aspects of WebRTC 
framework for media transport. This real-time transport 
protocol (RTP) WebRTC is used in the context specifies, 
and RTP features, profiles, and extension support is 
required, the need for which is derived. 
3.9 Stream Control Transmission Protocol 

We are guided through airport security scans, and then 
whisked away in a caravan of vehicles are the fastest. We 
have the Internet Engineering Task Force (IETF) working 
groups to reach the semi- secret world, we mark the point of 
no return, enter the glass doors. We arrived on a plain door, 
ducking into a labyrinth of hallways. Stream Control 
Transmission Protocol (SCTP) is Dark Navy, between the 
suits lurking in the back [11]. 

 

IV. REVIEW OF BANDWIDTH ALLOCATION 

TECHNIQUE 

In this section we are discussing the bandwidth sharing 
method. We are describing the method which is presented 
in [15], which is differing from different ways as compared 
to other existing methods. The first is that a novel approach 
for bandwidth sharing is used that seeks to first fulfill the 
minimal needs of all senders before dividing the remaining 
bandwidth among important group members. In addition, 
information about user interest is used to help each sender 
select the correct parameters in the tradeoff between image 
resolution and frame rate, which is something that SCUBA 
[16] does not take into consideration. Another important 
difference is that Lupus presents an alternative approach 
based on statistical sampling while message passing with 
collaborative workspaces for the optimization, human talks 
about in terms of how empirical observations are presented. 
In the end, more flexibility is shown in the number and 
types of practice are explored. In order to determine the 
video streams that are of interest to a particular receiver one 
Answer the question, "Who is this user is currently viewing, 
and on what terms?" In relation to references provided 
within the application user interface video windows must 
define the range of possible answers. 
4.1 Detection of Main Video Streams 

With the reference of given in the paper [15], in this 
section we are discussing about the detection of main video 
streams. The primary method for detecting user interest is 
to monitor user interface parameters that will reveal the 
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video senders currently loaded in each of the video panels 
described above. In our case, this leads to a host giving one 
of four possible classifications to each sender, one for each 
of the separate video window configurations and one 
classification for members that are currently not viewed in 
any available panel Some applications also lies in a series 
of panels to make the description of the classification to 
senders desirable, but delivering a high level of attendance 
panel frame rate and resolution required for each would be 
enough because Marratech is not necessarily genuine with 
the environment. Thus, the focus window is distributed to a 
video stream is also so on participants will be enough for 
the window [16]. 

Method called cross media clues are majorly used for 
identifying the main video streams with help of useful 
example for audio monitoring. The current audio sender is 
usually a leading presenter or an otherwise important 
participant in group discussions so the Marratech 
application gives users the option of selecting ”video 
follows audio”, which will automatically move the current 
speaker into the Focus window. Monitor the content of the 
focus window is still an important section in this case 
would be sufficient to detect, but the audio clue to further 
realize the importance of audio from other "focused takes 
priority over the sender to reduce the latency can be useful 
as described in the next subsection," participants. 
Whiteboard and chat also provide useful clues, but 
somewhat different in nature than the audio and video. 
While drawing with the whiteboard pen or sending a chat 
message may be a sign that a user has become interesting to 
other users, this will likely only be for a short period of 
time while they ”check out” the user’s activity. Therefore, 
when a sender has a low frame rate (less than 1 fps) an 
event from either of these media can be used in order to 
have him send an extra frame or two. 
4.2 Sender Downgrading 

At times user interface monitoring and cross-media clues 
can be misleading and may cause a client to identify 
senders as important when in fact their video feeds are 
expendable. An electronic corridor participant for example 
usually receives video streams to see any room, even if the 
user continues to act on behalf of a customer, which for an 
extended period of time can leave their offices. This type of 
false identities in order to mitigate the impact of that can be 
adopted a strategy on behalf of the client before deciding to 
apply to get hints about external events. This type of work 
otherwise will be identified as important to the sender that a 
downgrade and further refine the process of locating the 
user importance. Many signs in this category are listed 
below. 
4.3 Idle Receivers Detection 

A primary method for detecting a passive receiver is to 
monitor the user’s screen saver. Peripheral input devices 
such as keyboard and mouse monitor and / or detect the 
user's lack of movement in front of the camera as the other 
techniques can be complemented [15]. 
4.4 Window Placement 

When windows from other applications cover up a video 
panel, it is a solid indication that the user is not interested in 
the incoming video stream [16]. This should also be true if 
the video window in question is minimized. 

4.5 Limited Resources 
Even if a user can benefit from receiving additional data 

it does not guarantee that he has enough resources to do so. 
This can be especially true when using a mobile client as 
they are often more limited by CPU and memory resources 
than available bandwidth. 

 

V. CONCLUSION AND FUTURE WORK 

In this review paper we have presenting the investigation 
over the WebRTC framework which is relies on a variety of 
mechanisms with long histories: offer/answer negotiation, 
NAT/firewall traversal, RTP-based media exchange, peer-
to-peer data channels, and the web itself. Combining them 
promises to create an open ecosystem that will make peer-
to-peer applications both radically easier to deploy and far 
richer in their media content. 

From the review we identified the different approaches 
for real time transmission or communication over the web. 
However methods are suffering from some limitations, 
which may be overcome by improving the existing methods. 
For the future we will suggest to present efficient method 
for real time communication over the web. 
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